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Abstract. Most people now connect to the Internet of Things (IoT) through a number of devices

within the privacy of their homes. The data traffic generated by smart home and other

connected devices remains invisible and intangible to everyday users. Is it possible to make

these complex data flows somehow visible, and with that also accessible and graspable for

users? Is there a path for everyday users to participate in desirable future developments,

meaningful services, and relevant policies? If so, how do we go about conducting such user

research? In this paper, we report and reflect on an experimental study conducted by an

interdisciplinary research team with these questions in mind. We explore the possibilities and

limitations of a non-intrusive, plug & play network monitoring device. Our findings point to

opportunities for empowering participants in sensitive environments like the home and produce

insights into how designers may collaborate with researchers in data analysis to make the

invisible visible.

Keywords: User research, smart home, designing in the digital age, data visualization, user

empowerment

1 Introduction and Background

For most people, the potential opportunity to participate in the evolution of the digital technologies

and AI services they use in the privacy of their homes stretches beyond a strong interaction

between designers and customers. The aim of designers here can no longer be to merely ‘mine

invaluable sources of information’. Rather, it is increasingly a task for designers to make the

invisible visible and to make concepts graspable, so that users can engage in the discussions and

developments, thereby giving them a voice in how, where, when and why products and services

based on these technologies benefit them. But how might designers trained in products and

services, but in hardly any of the new technologies, fill this role, or even approach the task? We

provide an example of collaboration among designers, computer scientists and network data

analysts looking to make an in-home data network accessible to users.

More and more people are installing smart devices in the sanctity of their homes, effectively

connecting them to the IoT and exposing them to new vulnerabilities [1, 2, 3]. Most of the data-

gathering activities of devices remain largely undetected by their users. Researchers have

established that end users lack mental models when it comes to new IoT technologies, and so may

fail to grasp their complexities and the attendant risks to privacy and security. Absent mental

models, what do people make of the many devices they have in their homes? How may we arrive
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at user-friendly, easy-to-use, and meaningful ways for non-expert users to learn about the network

traffic in their homes? What would products and services that enable them to monitor and interpret

in-home data traffic look like [2, 4]? How could we support them in taking deliberate actions and

making informed decisions about their data sharing?

The quest for such products and services poses new demands and challenges because such user

research depends on a combination of technical, quantitative, and qualitative methods. The user

perspective so far has not received much attention. Answers to date involve elaborate, lab-like set

ups in users’ homes that constitute major intrusions of living spaces [4] and are highly

impracticable. Most are so complicated as to limit studies to a few households and participants

who are technically sophisticated [4, 5]. These studies have proven significant and insightful but

have done little to explore what kind of information may be helpful to everyday users or how such

information could be made available to lay people within the (data) confines of their homes.

Furthermore, they cannot be scaled-up or replicated easily as they are costly. This paper reports on

a pilot study that experimented with a non-intrusive, scalable approach to the capture of in-home

data traffic.

1.1 Background
A recent review on definitions of the smart home by Marikyan, Papagiannidis & Alamanos [6]

explains that the term ‘smart home’ is reserved for homes equipped with ‘smart devices and

sensors that are integrated into an intelligent system, offering management, monitoring, support,

and responsive services and embracing a range of economic, social, health-related, emotional,

sustainability and security benefits.’ Such definitions may mislead users to assume they only need

to be concerned about security and privacy risks in their homes if they consciously install advanced

smart home devices such as, for example, voice assistants [6, 7, 8]. Given the range of ‘smart’

sensing and networking devices available today, almost any home network may require a certain

degree of control and transparency over the data exchanged in- and outside this network [7, 9].

Lacking an awareness of vulnerabilities, users have even fewer opportunities to mitigate potential

risks. The only way to learn about the presence of vulnerabilities is to make them visible in one way

or another. Therefore, studies into user awareness of security and privacy risks must account for

data traffic generated by an increasing number of sensing 'non-smart’ home devices.

Efforts at providing users with the means to monitor their in-home data streams have focused on

traffic generated by ‘smart home devices’ [10] in ‘smart homes’ [11]. Beyond specifically labelled

smart home devices, most modern electronic devices can be equipped with additional functions for

recording, receiving, and sending data. While some data needs to be protected from external

access, meta-data on data collection and communication activities of home network devices should

be available to the home network users in a transparent way. Ideally, users should be enabled to

make informed decisions and take deliberate actions to adjust their own network traffic to their

own privacy and security preferences. Ideally, information on their in-home data flow should be

available in real-time so they can control which data their in-home network will share with specific

providers and app services. But as the example of the GDPR shows, it is simply impractical for

users to monitor every device activity, i.e., every refrigerator and every toaster. In theory, GDPR

provides autonomy and control over data to users. In reality, most people give up on de-selecting

the seemingly endless list of permission requests [12, 13].
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Conducting research into people’s homes and now into in-home networks and data traffic poses

new ethical challenges as these are clearly highly sensitive research settings [16, 17]. Such settings

even challenge our notion of ‘vulnerable’ research participants, as those who participate are

inevitably becoming vulnerable, sometimes without realizing it until very late in the process. As one

participant in this Network Traffic Analysis shared with us: “I realize now that it would be so easy

for someone to access my system under the pretense of research.” The participant emphasized

that having been part of the initial in-home study for our project was a factor for allowing the

research team to pursue follow-up studies.1

Current (in-) home network architectures are optimized for security, efficiency, and flexibility, but

not for transparency of data traffic for users. Instead, these objectives often conflict with each

other [10]. To change this, data needs to be gathered in an unobtrusive way and aggregated into

meaningful information that users can act on. But even to get to the necessary insights poses new

challenges for researchers: participants differ in age and technological enthusiasm and trust while

the focus, by default, remains on technically literate users who can cope with elaborate lab-like

arrangements in their homes for study purposes.

The issue of data legibility is related to but not identical to the challenge of making the intangible

tangible and the invisible visible in a way that is meaningful and actionable to non-experts so they

can become aware, make informed decisions, and take deliberate actions to minimize their privacy

and security risks [10, 11]. Data visualization for users has gained new urgency [16] but presents

new challenges. Though data visualizations have changed over time [17, 18], the needs of everyday

users have yet to be addressed and considered in information visualizations of Big Data [16, 19].

There is a need for new methods to conduct research in the privacy of the home in ways that are

less intrusive and reduce exposure of their data, their homes and their networks. Users also should

also not need to adjust their everyday routines and practices around physical technical equipment

and its requirements. In this context, limiting research to meta-data presents a way to maintain a

high level of user privacy during ongoing research. But few users understand what meta-data is or

can reveal. Users, in fact, continue to be treated more like subjects in these studies, with only a

few benefitting directly from their participation. The question remains what kind of methods are

suitable for researchers and users.

When looking at the IoT from the user perspective, these questions emerge:

Who tells me that the algorithms for filtering potentially sensitive devices

("design IoT Inspector such that it does not upload any traffic from devices that

show signs of being general-purpose computing devices") really work?

Maybe I have a different opinion than the algorithm. What is sensitive for the

programmer (the project manager/designer/developer) and what for me?

If I can then delete my data on a server (remotely) afterwards because they are

too sensitive for me, then they have already been transferred and stored on a

drive. I have to trust that, for example, if the data is backed up, the backups will

1 For more on this follow-up project see: Shorter et al (forthcoming). Lifting the Bonnet on Voice Recognition

Technology: Designing the WordCloud, Designing Interactive Systems Conference (DIS) 2023.
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also be deleted. How is it deleted? Permanent and irreversible (data shredder)

or is it just a "deleted" flag set?

I can't control who has access (or had before deleting it). Even if the architecture

is broken down completely transparently (if I can remember that), I have to trust

the setup.

Due to the great public attention, such projects are always interesting for

hackers. What if someone gained unauthorized access or exploited a

vulnerability in the architecture and was able to sniff the traffic (without the

knowledge of the project team)?

We investigated (1) how to design a plug & play, user-friendly and self-installable data traffic

monitoring device; (2) how might a minimally invasive/unobtrusive research approach to reduce the

security and privacy risks to participants be conducted; (3) how can we visualize the data captured

for users (i.e., non-experts) and make it understandable to them and (4) what insights into privacy

and security issues can we gain from a user’s perspective by presenting our findings to them

employing semi-structured interviews. The study took place during the COVID-19 pandemic and

the ability to capture network traffic remotely and without a physical visit turned out to be

essential. It was further designed to be minimally intrusive to monitor users’ in-home data traffic.

We made use of Raspberry Pi 4 devices, compact full-fledged single-board computers, that were

configured as network sniffing devices. Our requirements echo those established by DiCioccio et al

[20]:

a. Ease of Use: In our case, the tool had to be simple to install, run and de-install by non-

experts.

b. Portability: In our case, the tool needed to run on all home networks (WLAN and Ethernet).

c. Respect Users’ Privacy: In our case, the sniffing tool does not collect any identifiable

information, no data is transferred over the internet, no data is uploaded to an external

server.

d. Light User Commitment: In our case, the installation, configuration, running, de-installation

and returning of the device and its components had to be done in little time without

drawing on the users’ resources. The objective was to provide a plug & play experience.

e. Incentive for Participation: In our case, user incentives were to learn about what one can

see and infer from the data traffic in their home networks and to receive a visualization and

explanation from experts on their personal network data.

Method and Approach

To minimize risks of privacy and security for our participants, we opted to store data only locally

and to require no personal contact or cloud storage. The approach is one where data is (securely)

deleted after local processing. For this reason, we experimented with a remote and non-intrusive

set-up.

Our participants self-installed a monitoring/recording device we had prepared and mailed to them

together with an illustrated step-by step instruction. There was no change to their living

environment. The data sniffing device then recorded the participant’s home network traffic for one

week and recorded it locally before participants de-installed the device following another step-by-
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step set of instructions. The recordings were stored locally on the device without the need for

personal contact or sending or storing them in a cloud that could be hacked or accessed by third

parties. They then returned their device to the research team in a prepared, pre-stamped and pre-

addressed return box. We produced individual charts for each home network as well as a

comparison chart with the other participants home networks. From this, we were able to produce

insights into individual participants’ in-home network data traffic, which we were able to compare

and contrast with that of other participants. All data and participants’ information were anonymized

and recordings were deleted after analysis. Next, we developed a semi-structured interview around

our findings for their home using PowerPoint slides. We invited participants to meet with us

individually online to share and discuss our findings with them, prompting participants first to

estimate what the recordings would reveal about their in-home data network traffic. We recorded

their answers before we shared with them the actual data we captured for their home. We chose

this approach to get a better understanding of how aware people are of the connected activities in

their homes.

This network data traffic study was embedded within a larger study into the user experience of

voice assistants in the home, which was conducted with 31 Swiss-German households. Of those,

16 households consented to join the network traffic study. However, four of our participants

experienced technical difficulties and one withdrew, allowing us to collect data from eleven

households (of the remaining participants three were male, nine female).2 Prior to the in-home

study, participants were asked to rank their technology expertise on a scale from 1 to 6, where 1

stood for “I am a novice to digital technologies” and 6 stood for “I am an expert, no one fools me.”

The majority considered themselves as knowledgeable to very knowledgeable (Table 1).

Participants were not compensated for this part of our study, which was approved by our

university’s Internal Review Board. Participants also had to inform and get consent from members

in their household, as in-home studies involve everyone in a home. We tested the technical set-up

as well as the visualization and presentation of the captured data with two people who were not

involved in any part of the study and were non-experts.

Table 1. Participants in the study.

Male
Participants

Technical
Self

Assessment
on 1-6
Scale

Participated
in Power

Point semi-
structured
interview

Female
Participants

Technical
Self

Assessment
on 1-6
Scale

Participated
in Power

Point semi-
structured
interview

M1 5 no F1 2 no

M2 4* YES* F2 2 no

2 In one household, two people signed up independently; that is how the number adds up to 12 participants.
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Male
Participants

Technical
Self

Assessment
on 1-6
Scale

Participated
in Power

Point semi-
structured
interview

Female
Participants

Technical
Self

Assessment
on 1-6
Scale

Participated
in Power

Point semi-
structured
interview

M3 5 YES F3 6 no

M4 5 no F4 5* YES*
M5 5 YES F5 5 no

M6 withdrew no F6 3 no

M7 6 no F7 4 no

M8 5 no F8 5 no

Total 8 Total 8
* M2 and F4 shared a household. They did not install the mini-computer but were interested in learning about

the general findings. (Data from VA-PEPR).

Key Findings

Our findings go beyond those we mention here. We present here a summary only of those most

relevant to the DesForm Community and its conference theme. Overall, the understanding of basic

concepts of networks such as ports and packages was low even for people who judged themselves

to be experts. In contrast, the forms of visualizations we chose (such as chord diagrams, bar charts,

time series or histograms (see Figure 1 & 2 as an example) were intuitively clear.

Fig. 1. Number of devices per household for each of the eleven participants: Do I have more or fewer than

other participants? (Source: VA PEPR).
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Fig. 2. What devices in your home are sending and receiving – from where to where? (Source: VA PEPR).

Users are looking for comparisons with others: Participants asked for cross-participant

visualizations because they felt that this allowed them to compare their own household with

others. Lacking mental models and any understanding of what ‘normal’ behavior is, the

participants had trouble interpreting and judging the absolute values we presented for their in-

home network (e.g., the number of open ports per device or network activity). It emerged that

concepts relative to other households were significantly more intuitive than the absolute

numbers. (See Fig.3 as an example). A wish for a clear point of orientation was noticeable.

Immediate questions that arose were often of the type “Is it good or bad that I have less (or

more) of … than the others?”

Fig. 3. How many open ports does your household have in comparison to other participants? Participants

found it helpful to compare their situation with that of others (Source: VA PEPR).
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Though we could not answer these questions in a definite fashion, it underlined the value of such

visualizations when the goal is to enable users to frame questions around their own home network

and the attendant privacy and security risks. This aligns with the study by Krsek et al. [21], which

explored the social influence personal and non-personal on the behavior of users in best practices

around security and privacy. They suggest that the difficulty of gathering the meta-data that is

needed to show end-users personalized peer recommendations might be overcome by deploying

non-personal social influence suggestions into ‘existing or fabricated privacy setting interfaces.’

Our interviewees struggled to account for all the devices in their home networks the data sniffer

picked up. They had either under- or over-estimated the number of devices, by 30-50%. In our

view, this is linked with the concepts users have of a smart home as outlined by Marikyan et al [6].

Once they sat down with us, they realized that their children’s iPads and the phones used by

guests logging into the home network were all part of it, too. Unlike Huang et al. [4] who

consciously excluded some devices in the home out of concern for abuse and ethical violations, we

think that users need to be able to account for all the devices in their home network. This would

give all household members a much better picture of their privacy and security risks. Homes are co-

lived, co-shared and co-worked in, they are the best places for open data. Yet, the social aspects of

the smart home have not found their way into services and applications yet. Applications are still

built around one-user, one-password per account. Our study shows that everyone (or at least every

adult) in a home should have the ability to see all the devices in the network to have a chance at

transparency. This may require a rethinking along with new technological and regulative

approaches.

Discussion

Our findings indicate that there is no normal for users when it comes to their in-home traffic. Yet,

they are eager to understand what a normal network state is in terms of their usage of data, data

traffic flows, number of connected devices, and risks they take with respect to their privacy and

security. When we were able to present the findings for an individual household, the bars, levels,

and numbers meant little to our participants until we were able to show them how they compared

to the other 10 participants in the study. This points to an opportunity for home networking

providers to improve their products by providing users with such orientation and baselines.

When participants were able to see visualizations of their own network traffic – the number of

devices they had in their homes versus those of others; the level of data traffic activities; the

days their data networks and/or individual devices were most active; the actual devices (i.e.,

partner’s iPhone; Airbnb guest’s phone) that contributed to their data traffic; the open ports of

their devices, etc. they started to ask questions and reflected on their in-home networks. They

affirmed our hypothesis that when we make the invisible visible, we provide people with the

means to engage in the conversation around these new technologies. This outcome resulted

despite our admittedly clumsy and rather basic visualizations. We consider it a key challenge

for the DesForm Community to engage in further research and development of user-friendly,

appropriate visualizations that consider the human experience. At this point, no such

visualizations exist, or at least are not readily or easily available to non-expert users.

Data collection needed only a minimal support effort, and where we received any data, it was

mostly complete and extending over the full data-gathering period. This indicates that our
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single-board computer might scale well to tens of participants. Most of the participants did not

experience any technical difficulties with our single-board computer and the self-installation

procedure, but we did not receive data from 4 out of 11 participants. We do not know if these

four tried the installation but were not able to provide data, or if they simply were no longer

willing to share. We will follow up on this. The research team was able to reduce exposure

risks of participants to privacy and security during this research by avoiding any ‘middling’

technology, i.e., external server, or internet transfer.

Conclusion

As reported above, research into user homes and home network data inevitably involve sensitive

research settings. We run into the issue of privacy in the home because making network traffic

transparent possibly exposes people in a household to different privacy risks. Our effort to test the

potential for a remote and non-intrusive plug-and-play data monitoring solution still generated

ethical questions. In these sensitive settings, new methods are needed to generate relevant and

meaningful information for users who ultimately need to be able to assess and manage their

privacy and security risks. One challenge we find emerging here is the tension that arises in the

hands-off approach by researchers that leaves participants in control of their data and insists of a

non-intrusive research method. The method entails participants never even meeting the

researchers in person (though they are in contact online, via Messenger app and email) and it is

difficult to engage users in such a way as to enable them to contribute to future desirable

outcomes for their home networks. In the latter, participants take on a more active role and that

role in turn requires closer engagement with the researchers, possibly limiting the ability to be non-

intrusive.

Our approach and methods depended on interdisciplinary collaboration. We would not have been

able to conduct this experiment within any one of our disciplines and depended on this

collaboration that brought together data analytics, network analysis and human-centered design.

Our methods allowed us to get a basic understanding of how home network users think of their

data streams. We found that from a user’s perspective, an analytical approach is not sufficient to

explore the possibilities and opportunities for how users may engage in security and privacy risk

assessment and risk management. Instead, a more cultural approach is needed [22, 23]. Here, we

see a greater role for speculative design and the use of provotypes as methods to explore

meaningful and user-friendly monitoring solutions [24, 25]. These may also be able to point to

alternative business models to those that exist today. Research into smart home devices – which

are more like consumer products – has embraced methods of co-designing [11]. But so far, few

studies into the privacy and security risks of home networks and home network traffic involve such

methods. This, we argue, is also owing to the fact that the design and computer-human-interaction

research communities are not yet collaborating often enough. Users tend to be at a loss when

confronted with data visualizations (of packets and ports) generated from the transport layer. We

are still lacking suitable truly informative visualizations for the non-technically, non-data inclined.

We did not have enough time in our project to get to these. Nevertheless, discussions with users

about privacy, data protection and device activities were easily initiated based on our data

presentation. We are thus encouraged and not as pessimistic as Forget et al. about engaging users

[27].
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6 Limitations of the Study

As pointed out by DiCioccio et al. (2013), it is difficult to get representative results from a few

homes. Our participants were also part of a voice assistant study and smart speakers may have

different preferences and attitudes to privacy [20]. Nonetheless, with eleven participating

households, we have begun to identify measurement points inside the homes that are meaningful

to home network owners and users. And with only three completed semi-structured interviews,

the findings must remain preliminary. Nonetheless, we were still able to get thick data [26] and

with that, glean important insights relevant to privacy and security issues from a user perspective.

An important factor was that the one-week data network analysis was embedded within a four-

week ethnographic in-home-study, which was also conducted remotely.
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